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1 FAIRT = AR A B IR A
Which sentences of the followings are right about binary search tree:
(23 53
A TR E AR I R 7 R A R T B IR A S AT ROk, RS B IR BN BRI RS (EW%Z)
If we print a binary search tree's nodes according its infix order, the sequence will be from small to large.

RT3 T AR AR A
It is a basic characterization of a binary search tree

B. WGl siX P T AT, WAETEREA S5 i HE A T4 S EAX LT BE 2, IF BIX A4S s rmSSxS$ e 7z e (EfE %)
If the left child tree of a node x has a right child tree, then there exists some node whose value is between the value of node x
and the value of its left child node, and this node is on the left child tree of node x.

TNt SXFERILE AL XA TR AT 4. This kind of nodes are on the right child tree of the left child tree of node x.

C. BIRESELE) L Fi, RERA—EEER/I\WIE A, If the root node doesn't have left child, it must be the node with the (1% %)
smallest value.

fEBT: AT RIS S IE A TARGE L, BT RMRAS SRR iR -
The values of nodes on the right child tree are all larger than the value of the root node, so the value of the root node has the smallest value.

D. (HHIRER)

AR EREW—E A X . A binary search tree must be a full binary tree.
fENT: A—E. WX F— AN S A E S RIS S, (ARSI, XHFE RS HE — LT
E. —WHEEN—FEE=2 "M, Abinary search tree must be a complete binary tree. (i i#% %)

DT A—E. HIRMNBIRKIIT RN —S . (BRI, BT DR = SRR R — 55, IR AR 5648 — XM .
Not necessarily. If we insert some values (more than one value) from small to large, then the binary search tree will become a chain. Obviously it isn't a complete binary tree.

Fo MRES s — B A LF i N 4R — & GEER BB b 2 55 K145 2. Along the right child of nodes all the time from the root node, it is (FHRER)
possible that we couldn't find out the node with the largest value.

fEbT: A TR PSS SR TR L DRSS S E A BT
The values of nodes on the right child tree are all larger than the value of the root node, so the value of the root node has the smallest value.

2 GRAZ S R 338 08 PRI A R n S SRR (B3 N B — SRR R o, SR X ) — R B BEAT R R
BEOAR B A AT A R I n A G RGP e L, P E IR BN £ /02
If we insert n key values to a binary search tree successively from small to large, when we search this
binary search tree, each time the search character is selected from these n key values with the same
possibility, then how many times will the comparison be on average?
GEZE2 43)

SCTRE: (n+1)/2 B (1+n)/2

3 AT T XTFUG, URE R T ORI SE ORBHT e T, Bl SRR
{18,73,10,5,68,99,27,41,51,32, 25443t tH— B — AR M, %1% — AR R W & B 00 )7 30 P 15 20 K7 51 R 2
(BERPEWDTCRZ DT
From a null binary tree, insert key values {18, 73, 10, 5, 68, 99, 27, 41, 51, 32, 25} successively according
to the insertion algorithm of a binary search tree strictly (no rotation and balance) to construct a binary
search tree. Please write down the sequence of preorder of this binary search tree. (There is one blank
space between two elements)
GEZE2 41

SCePKET: 18 10 573 68 27 25 41 32 51 99

O

4 T ZXBITTR, PERS T AR AR O TR T B M EA KRS
{18,73,10,5,68,99,27,41,51,32,25} 4t t — AR - AL KRB, X% X R R )E 78 153 20T 500 ?
(B R TTR Z B H — AR
From a null binary tree, insert key values {18, 73, 10, 5, 68, 99, 27, 41, 51, 32, 25} successively according
to the insertion algorithm of a binary search tree strictly (no rotation and balance) to construct a binary
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search tree. Please write down the sequence of post order of this binary search tree. (There is one blank

space between two elements)
(B2 41

CFRERE: 5102532514127 68997318

5 W ZXMHAR, PR SR RM IO SE CRHT e 1), B i NGBS — R =
W, LUEREMRRFFIE N R4S {14, 32, 47, 6, 9, 12, 78, 63, 29, 81)ul LI f5H (K B /N ?
HRKIRE AR TR, B TTRZ A — BB T .

WA Z HIFH R ERTTR, W ERIRIE Z P eim AN TT = SRR /).
From a null binary tree, insert key values successively according to the insertion algorithm of a binary
search tree strictly (no rotation and balance) to construct a binary search tree. What is the insertion
sequence that could make the tree have a smallest depth with a key value set {14, 32, 47, 6, 9, 12,
78, 63, 29, 81}? Please write down the elements successively, and there is one blank space between
two elements. If there are more than one answer that meet the condition, please make the element which
needs to be inserted first as small as possible in your answer.

(72 43)

ST RS 126947 29 14 3278 63 81

fEdT: i log_2{10}=4FT LM BIH 1 B/ NEH . SRR KA T EAAIE SRR C R FTRER /N, BT LART LAGEAR AT 1R ATRE RN . R H R — R LR MR, Sl Pl DI AT A A %, %
2914 3278 63 81

6 FAUICT HER B ER AT
Which sentences of the followings are right:

(Zik3 43

A H—EET2 XM, A heap must be a complete binary tree.(IE#i% %)
fi###r: s k. According to its defination

B. /i, ENMERAEFNPEANERATBELAFRPR/NIZERUN. In a minimum heap, the largest value on some (IE## )
node's left child tree could be possibly smaller than the smallest value of its right child tree.

FERT: HEh NGRS LT A LT IR A T RN R R, BT DUAE X T L
There is not a strict rule to stipulate which should be larger between the value of the left child and the right child of a node in a heap. So the condition exists.

C. FRMEEEHENETR— N MENEEHERES. Screening method has a higher efficiency than inserting (IE#E %)
elements one by one while constructing a heap.

fERT: T R M R A NO(n), 1A NI MR [T = 28 2 A0(nlogn). i, ngdErh TR AN
The complexity of screening method is O(n), while inser

D. —ERH _XH. A heap must be a full binary tree.(f %% %)

fERT: AT RIROE R A U AN LT
Some nodes on the second layer in inverted order in some heaps only have one child.

E. f/M\fith, R TTE—ESRANER—ERNESRARIE S, In a minimum heap, the rightest node on the nethermost (HERAE)
layer must be the node with the largest value.

DT A—E. RANERLAE 7RSS S E B AIL TN, BTVE AL I RE R LT IR, BT AR IS A — 2 5L .
Not necessarily. A minimum heap could only guarantee than the value of each node is smaller than that of its two children, so the value of its left child is possibly larger than that of its right child

F. HERSLHURICATIEIE—TSi%L. A heap is the only method to implement a priority queue. (i % %

AT HE SRR SEIR Je BABI I — R 7 idi. FEE A B UL o] RS IR AR 56 BA A1, U R FL IR
Aheap is one of the methods to implement a priority queue. A basic queue could also be used to implement a priority queue, with a relatively low efficiency.

7 AT RBEYF 538, 64, 52, 15, 73, 40, 48, 55, 26, 12}, HIFfiEdm MiHE, #7— BRI 0 a3, HHELHTRD
bik?
For the key value sequence {38, 64, 52, 15, 73, 40, 48, 55, 26, 12}, use the screening method to constuct a minimum heap, if we
exchange them when we find reversed order, then how many times should we exchange them?
GEZE2 41
BUEKE: 6

fbr: TIRNM23EA7 A0 He, B2RI40BEAT A He, G4FIM2HE T A, 38MIM28E 7 4cHe, S8R4T A #, 38FI2631T7 45, —JL6VK. Exchange 73 and 12, exchange 52 and 40, exc nd
and 12, exchange 38 and 15, exchange 38 and 26, totally 6 times.

8 XTI R BRI R RHE, BRI R TT R G, MR Bl D 4 SR
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For the following maximum heap, after deleting the maximum element, the preorder traversal sequence is
WIRE HIEANBIR 03, BN GR Z A — NSRRIt

Please write down the elements successively, and there is one blank space between two elements.

G2 73)
ST 594324 1223 3728557483

9

AT R ETR RO e, MIRR R OCTC T, HEIK G PPl P 4 2

For the following maximum heap, after deleting the maximum element, the post order traversal sequence is

GEZ2 43

SLFKEW: 1223 24 28 537 43 48 357 59

10 N5 TF Huffmank FHuffman 5 10 35325 F 5 11T -
Which sentences of the followings are right about Huffman tree and Huffman code:

(233 7

A. Huffmantii—EZF—X#&. A Huffman tree must be a full binary tree.(IE71% %)

fERT: FERSLEERR D, FRREERORAR T REAT SO T S R E LA ANILT, ARG LT
While constructing the tree, we merge two child trees each time, so for all nodes, they have two children or don't have any child.

B. HuffmanfRi3E—Ffai&g4mi3. Huffman code is a kind of prefix code.(IEffi% %)

fENT:  Huffmanif b, AT 5 S i i A 25 AT 45 srh, T AR AT P9 25 AR B P8 A 2 A L A 2 G O i 248
In a Huffman tree, all content which needs to be coded is on the leaf nodes, so codes of any content can't be prefix of codes of other content.
C. SRR A — AL P AR 7] 1 7 75 0] LA 2R 7] [ Huffmani il 7 %€ . Different content with the same group of weights can get (EFE%E)

different Huffman codes.

fENT:  AERE— AL A TR0, AT T ARG S R TT LAFG B 5 A — A 40 A0 77 % . Code a node's left child tree with 0 and its right child tree with 1. And vice versa, we get another grou
D. Huffmantii—EE7= 2 _X#&, A Huffman tree must be a complete binary tree.(# % %)

fEbT: BB e A X I Huffmani EEL ok, X BB IAZ Huffmanty, (2 R ee XM T .
We turn around a Huffman tree which is already a complete binary tree and it is also a Huffman tree, but it isn't a complete binary tree any more.

E. Huffman/Ri3hFiEmiIBEREEAl. All codes in a Huffman code have the same length. (5% %)

T HuffmanB ({45 sO0F A —E LR — 2, T LI HUffmangafd A5
Sincer leaf nodes in a Huffman tree could be on different layers, Huffman codes coulde have different lengths.

F. ERSEEHERFE, HuffmanZgiBii<. The higher a letter's frequency is, the longer its Huffman code is. (%% %)

fERT: SRR, Huffmange iRk, IXRE R m g ig e .
The higher a letter's frequency is, the shorter its Huffman ¢

11
— S ARG F RS A% R A Huffmangi i, n e — A 5= BE6E R 4min001, N IR B IERR AT
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A group of letters with different weights has corresponded with Huffman codes, if a letter's corresponding code is 001, which sentences of

the followings are right:

(2iE3 1)
A. (BRI %)
LLOOTFF 3k [ 4t AN T g B HoAth 7 8F . A code beginning with 001 couldn't correspond with other letters.

fEdT: EIL0017FHuffmanti th QL BERF A nl, 1 AN A HoAh Bk
In the Huffman tree, it already arrives the leaf node through 001, so there is no letters along

B. LLOTTT kAN Tk (AR AD 1y 58 % R 5458k . Codes beginning with 01 or 1 must correspongding with some letters. (112 %)

fENT: IRIIE, T EH0014mATixX — 7 EF, WA,
If not, we don't need to use 001 to code a letter, it could be shorter.

C. BIFRIHUffmaniZE/ DE S84 M 45, The Huffman tree contains at least 4 leaf nodes. (% %)

N A RIT001, 000+ ORI 144N 45 1l
It contains at least 4 leaf nodes corresponding with 001,000,01 and 1.

D. LAO0OFFLHIAE AT BEXI N {EA==H}, Codes beginning with 000 couldn't correspond with any letter. (513% %)

FENT:  H TR RLTRE, AR TEO0T AT L 1 7 REAT LAAERIR 15 £]00
It must correspond with a letter. Otherwise, we can use 00 to code the letter instead of 001.

E. #R30F100mTsEXI R FEM=EF. Code 0 and 00 could corresponding with other letters. (#i5%% %)

fihr:  HuffmanZi i g g Z8gts, -0 A7 BEHAO GRS #AS ] fg J0 e 7 RIS (1 AT4% . Huffman code is a kind of prefix code, so the code of any letter couldn't be the prefix of codes of other lette

12 FTRER JE—BOCR PR FEREN I K
The frequencies that each letter appears in a paragraph is represented as follow.

a 12
e B
15
0 4
u 9

X FIXEE XA FERHuffman iR {E S IKRIDREE 19292/ D HFAIZSE)? Comparing to use codes
that have the same length, how many bits of space could be saved when we use Huffman code for
the paragraph?

a 12
e 8
15
o 4
u 9

UHZ2 3

HEFsH: 36
fEDT: AT LAGENE F Huffman i T it SOAR — L5 221 2+3x8+2x 15+3x4+2x9=108 LUK . T HY i Kl fin6 7B, WA T BEFFEBAL, T LLEILT 2E3x(12+48+15+4+9)=144 LU4F . fiTLLEIL
[t4%. Draw out the corresponding Huffman tree. We can know that for the text it needs 2*12+3*8+2*15+3*4+2*9=108 bits it total when we use Huffman code. Using the codes that have the se
code the 5 letters, each letter needs 3 bits, so it needs 3*(12+8+15+4+9)=144 bits in total. Therefore, we save 144-108=36 bits totally.

13
X F45 52 i —2H8W={1,4,9,16,25,36,49,64,81,100}, F4ii —#LEA G/ N BUIMBEE R KIE M =X M, SH
TXBRB AL R AT AL
For a given group of weights W={1, 4, 9, 16, 25, 36, 49, 64, 81, 100}, please construct a ternary tree with a minimum weighted route length

and write down this weighted route length.

(72 41

AN WH: 705
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14 BN B
Please read the following code
C++:

while (!aStack.empty() || pointer) {?

while (pointer != NULL) {
ff 1BThEE //No. 1 visiting point
element.pointer = pointer; element.tag = Left;
aStack.push{element);
pointer = pointer->leftchild();

b

element = aStack.top(); aStack.pop();

pointer = element.pointer;

if (element.tag == Left) {
{f 25ihEE //No. 2 visiting point
element.tag = Right;
aStack.push{element);
pointer = pointer->rightchild();

T else {
// 38ihElE //No. 3 visiting point
pointer = NULL;

I
Python:

whi L aStack.isEmpty() or pointer:

e pointer l= None:
# 1555 # No,l visiting point
element.pointer = pointer
element.tag = Left
aStack.push{element)
pointer = pointer.leftchild
element = aStack.pop()
pointer = element.pointer
[ element.tag == Left:
# 25ihElm # No.2 visiting point
element.tag = Right
aStack.push{element)
pointer = pointer.rightchild

# 3BihElA # No.3 visiting point
pointer = None

M BARES VR 2 R IEAT BT P T, A4 AL L5 Vi ) AT U e 2 (R R EI S H0)
if this code is used to do a preorder traversal, which visiting point should be visited? (You only need to write
down the number)

H=2 43

Bl RS- 1

AT AR A TR B T, RRA R NS5 Z 1T . Use the depth-first search algorithm to do preorder traversal, and visit while arriving a node.

15 i [ L i — BeAis
Please read the following code
C++:

while (!aStack.empty() || pointer) {?

while (pointer != NULL) {
/f 15iHi6e //No. 1 wisiting point
element.pointer = pointer; element.tag = Left;
aStack.push{element);
pointer = pointer-3>leftchild{);

g

element = aStack.top(); aStack.pop();

pointer = element.pointer;

if (element.tag == Left) {
// 25ihi0ls //No. 2 visiting point
element.tag = Right;
aStack.push{element);
pointer = pointer->rightchild();

} else {
/¢ 35S //No. 3 visiting point
pointer = NULL;

1

I

Python:
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aStack.isEmpty() or pointer:
pointer 1= None:
# 153565 # No,1 visiting point
element.pointer = pointer
element.tag = Left
aStack.push{element)
pointer = pointer.leftchild
element = aStack.pop()
pointer = element.pointer
. element.tag == Left:
# 25ihEls # No.2 visiting point
element.tag = Right
aStack.push{element)
pointer = pointer.rightchild

’# ISiEES # No.3 visiting point

pointer = None
MBS IV E H R R IEAT R @ T, 84 BOZAE L5 Vi ) ATV R 2 (R R EIE S H07)
if this code is used to do an infix order traversal, which visiting point should be visited? (You only need to
write down the number)

UHE72 43
B kR 2

TRAT: PR T3 SAZ AR U ] 6 ANGE A TR S RZ45 55 4T 170 . In an infix order traversal, we shoulde visit the node after visiting its left child tree.

16 15 [ L T i — B
Please read the following code
C++:
while (!astack.empty() || pointer) {?
while (pointer != MULL) {
/1 1EiHEE //No. 1 visiting point
element.pointer = pointer; element.tag = Left;
astack.push(element);
pointer = pointer->leftchild();
¥
element = aStack.top{); aStack.pop();
pointer = element.pointer;
if (element.tag == Left) {
/1 2SiHES //No. 2 visiting point
element.tag = Right;
aStack.push(element);
pointer = pointer->rightchild();
} else {
/¢ 3SIHES //Mo. 3 visiting point
pointer = NULL;

aStack.iskmpty() or pointer:
pointer 1= None:
# 15ihElM # No.l visiting point
element.pointer = pointer
element.tag = Left
aStack.push(element)
pointer = pointer.leftchild
element = aStack.pop()
pointer = element.pointer
[ element.tag == Left
# 25ihElM # No.2 visiting point
element.tag = Right
aStack.push{element)
pointer = pointer.rightchild

# 3BihElA # No.3 visiting point
pointer = None

ML BARS I E R 2 KT B @I, 84 RO L L5 Vs ) (it AT v e 2 (A REIRS )
if this code is used to do an post order traversal, which visiting point should be visited? (You only need to
write down the number)

HA2 51

HALkETh: 3

FENT: 5P JI REAZ A — A5 s B A R 8 1) 58 5 17 %45 . In an post order traversal, we should visit the node's left and right child tree, then this node itself.
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